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Research Motivation

What is QPP?

● predict the retrieval quality of a search system for a query without human relevance judgments

Why Query Performance Prediction (QPP) Matters?

● Information retrieval systems (search engines, QA systems, RAG models) often struggle with poorly 
performing queries.

● Queries vary in effectiveness; some retrieve highly relevant documents, others fail.

Impact of QPP:

● Helps improve retrieval effectiveness by identifying difficult queries.

● Enables query reformulation, retrieval model adaptation, and better ranking strategies.
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Problem definition

• Estimating how well the retrieved documents meet the informational needs 
expressed by the query.

• Predictor µ has to estimate the performance of q
• A Collection C
• A Query q
• A list of retrieved documents Dq 
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Research Problem & 
Objective

Research Problem

● How can we predict the performance of queries in both sparse and dense retrieval settings?

● Need for robust QPP techniques that generalize across retrieval models.

Research Objectives

● Overcoming Perturbation-Based QPP limitations:
Relies on lexical query modifications, making it ineffective for dense retrievers.
Sensitive to dataset-specific perturbations, leading to inconsistent performance.

● Utilizing contextualized embeddings for a consistent performance 
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ADG-QPP

5



Foundations of 
ADG-QPP

Robust vs. Non-Robust Queries:

• Robust Queries: Retrieval remains consistent despite 
perturbations.

• Non-Robust Queries: Small perturbations significantly 
change retrieval results.

Challenge in Dense Retrieval:

• Sparse retrievers handle lexical changes (e.g., word 
swaps).

• Dense retrievers require embedding-level 
perturbations.
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The Proposed Main Approach

Query Embedding & Dense Retrieval
• Query q is mapped to a dense vector using LLM
• Retrieves top-k documents from corpus C with dense retriever R

Perturbation of Query Embeddings
• Perturbations are added to the query embedding to create a disturbed representation

Similarity
• Quantifies the differences between the retrieved lists from original and perturbed query

7



Proposed Approach

Query Representation in Embedding Space:

• A function maps queries into dense vectors for retrieval.
• Dense retriever  R retrieves top-k documents based on these vectors.

Performance Estimation:

• Compare retrieved results before and after perturbation.
• A stable retrieval set = robust query, unstable set = difficult query.
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Adaptive Disturbance 
Generation (ADG)

Baseline Perturbation: Gaussian Noise (AWGN)

• Uniformly applies noise to query embeddings:
• Issue: Assumes all queries are equally sensitive to noise.

Adaptive Disturbance Generation (ADG)

• Adjusts noise based on query context in embedding space.
• Ensures more meaningful perturbations per query.
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Focal Networks for Adaptive Noise

Focal Network Constructs Query Context:

• Query-based Focal Network (QFN) – Captures similarity with other queries.
• Document-based Focal Network (DFN) – Captures similarity with retrieved documents.

Graph-Based Noise Personalization:

• Use network metrics to adjust disturbance level
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Query-based Focal Network (QFN)
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Focal Networks - QFN

• Main query and k most similar queries in 
Query Store

• QFN insights for query robustness

• Sparse QFNs → poor query 
performance, high sensitivity to 
disturbances

• Dense QFNs  → robust queries, less 
affected by noisy perturbations 
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Network Metrics

Node-based Disturbances
● Insight to structural importance and 

connectivity of the query node
Edge-based Disturbances
● Assess the structure and strength of 

connections
Cluster-based Disturbances
● Understanding the overall 

interconnectedness of network
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Query Performance 
Estimation via Ranked Bias 

Overlap (RBO)

Retrieval Stability as a Performance Indicator:

• Compare retrieved document lists before & after perturbation.
• Use Ranked Bias Overlap (RBO) to measure similarity.

Interpreting Results:

• High RBO → Query is robust (retrieved results are stable).
• Low RBO → Query is difficult (results change significantly).
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Evaluation

15

Dataset

MS MARCO Passage 
Collection V1 containing 8.8 
Million passages 

500k train query set with 

known performances 

Query test sets

TREC Deep Learning Track 
2019 

TREC Deep Learning Track 
2020 

TREC DL Hard 

Performance Metric

MRR@10 and ndcg@10

Correlation Metrics

Kendall’s τ

Pearson’s 𝞺

Spearman’s 𝞺



ADG-QPP Findings 
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Thank you!
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