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Problem Definition

Dealing effectively with poorly-performing queries is a crucial issue in information retrieval 

systems.

Query Performance Prediction (QPP) models have been developed to estimate the performance of 

a system without the need for human-made relevance judgments.

In the post-retrieval we have:

● q: A query

● C: The collection of documents

● R: A retrieval method

● Dq: A ranked list of documents retrieved by R in response to query q

G. Faggioli et al., Query Performance Prediction for Neural IR: Are We There Yet?



Problem Definition

And our goal is to:

● Estimate the value of a given retrieval metric for query q.

How can we evaluate the result?

● Models with a higher correlation between predicted values and actual values are better.



Motivations and Foundational Ideas

● Prior research has demonstrated the effectiveness of numerical signals in enhancing passage 

retrieval performance. This raises the question: Can similar numerical augmentations 

benefit Query Performance Prediction (QPP)?

● What types of numerical signals are most beneficial to inject into the input for QPP?

● Can we improve QPP by providing the model with a set of queries whose performance is 

already known, using their associated performance scores as numerical input?

● How to select a query from historical set to match to the given query?

Askari et al., Injecting the BM25 Score as Text Improves BERT-Based Re-rankers, ECIR 2023



Finding Nearest Neighbor queries for a given query:

Given Query The most similar query from QueryStore

id text id text

190044 Foods to detox liver naturally 189691 Foods that naturally detox the liver

786674 What is prime rate in canada 481686 Prime rate canada definition



Proposed Approach

● The query q, the first document retrieved by the model in response to q, and the nearest neighbor query to q are concatenated.
● The concatenated sequence is input to a language model, followed by a linear layer.
● The loss function: 



Results

→ Language models can predict the performance of a query when provided with the performance of a similar query.
→ There is no single baseline that consistently achieves the best performance on DL 2019, DL 2020, and DL Hard.

→ Our approach demonstrates consistent behavior across all datasets and evaluation metrics.
→ Our model outperforms the baselines on four out of five test sets.



Results - Impact of Query Store Size

We randomly down-sampled the query store by only including 100k, 200k, 300k, 400k, and 

500k from the training set.

→ Models that have been trained on smaller sets of queries are still effective.



Future works

● Applying the idea to the pre-retrieval

● Using the performance of the Nearest Neighbor queries without training

● Analysing the impact of various hyperparameters, such as:

○ Number of similar queries that are being added to the input

○ Size of Dq



Thank you!
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