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Corpora Performance Prediction
Motivation

• Holistic evaluation of corpora

• Lightweight heuristics 

• Comparisons in terms of the ability to 
serve queries

• Linked to retrievability

• Provides additional applications of QPP 
over multiple queries
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Our Approach

• Use QPP heuristics over domains

• Aggregate QPP measures are taken as 
CPP measures

•  In doing so we can compare corpora by 
the domains they are best suited to serve

• Conversely, akin to retrievability we can 
observe domains for which queries are 
difficult to serve across multiple corpora
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• Query Log

• Multiple Domains

• Candidate Corpora

• QPP Measures
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Query Log

• We have test corpora which may be mined from a 
particular domain

• These corpora are small

• We leverage the archive query log

• 64 million queries, 550 providers (domains)

• Sample of 20000 queries over 15 providers
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Corpora Performance Prediction
Candidate Corpora

• MSMARCO Passage

• Minimal Test Collection Subsample

• Touche Argument Retrieval

• NFCorpus

• Cranfield
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QPP Measures

• 12 measures implemented in QPPTK (dockerised in TIRA!)

• For this initial investigation we focus on WIG, SCQ, NQC and average-IDF

• Our approach could in principle apply any pre- or post-retrieval heuristic

• For post-retrieval in these preliminary findings we solely use BM25

• Our initial study is primarily concerned with the feasibility of comparing 
corpora by QPP measures, we make some assumptions about the 
faithfulness of the QPP measures 
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Future / Continuing Work
What causes CPP similarities?

• Domain? 

• Size?

• Entropy reduction by query difficulty?
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Future / Continuing Work
What pitfalls from QPP may be reduced under aggregation

• Our correlation is on aggregate akin to system order 

• Where precision at a query level is required for QPP, other methods may be 
more feasible at the domain level

• Broader correlation studies are required

• LLM “aluminum judgements” come to mind to allow for validation of query 
difficulty
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Future / Continuing Work
How fine-grained can our analysis be?

• In making minor changes to a system or a corpus update

• Are domains still stable?

• Can we differentiate between a model better serving a domain and a 
domain simply now having better coverage?

• How do we do this without LLMs? Exciting but expensive and under small 
sample sizes comparisons are noisy
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• CPP allows for holistic comparisons of corpora over a 
shared reference set of diverse queries

• Aggregation over topics leads to greater stability over 
weaker heuristics

• Domain- and corpus-level effectiveness prediction can 
complement broader QPP evaluation


